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Announcements

• Week 9 midterm presentation (Monday, Oct 28) 

• Each team: 15-minute presentation + 10-minute discussion 

• See detailed requirements in the assignment 

• Submit the presentation slides to Teams before midnight, Oct 28 

• Three reading commentaries due this Wednesday



Agenda

• What is AI? What is human-centered AI? 

• Privacy attacks and mitigations of generative AI 

• Human-centered understanding of privacy challenges caused by AI 

• AI for privacy



Remember that the definitions of AI have been changing

What’s AI

Rule-based AI Search-based AI Statistical model (ML)



“AI” = data + models + training + 
inference



How is AI used in real-world systems

Generative AI 

enabling more 
consumer 
facing 
applications



Algorithmic Fairness, Accountability, Transparency, and Ethics (FATE)

Societal Impacts of AI

Fairness Interpretability



Similarities Between FATE and Privacy

Responsible AI and Privacy

• Both FATE and privacy are ill-defined  

• An overemphasis on statistical 
techniques for addressing FATE and 
privacy problems, whereas ideas from 
law, policy, ethics, UX design, systems 
design are also needed. 

• Both FATE and privacy involve 
challenges throughout the software 
development lifecycle.



What works/doesn’t work for privacy

Responsible AI and Privacy

• Industry self-regulation is unlikely to 
work. 

• Market and social forces have had a 
positive but small impact on privacy. 

• The most substantive lever has been 
comprehensive legislation and 
regulation; another is smartphone app 
stores



Promising research directions

Responsible AI and Privacy

• Offering more evidence of FATE or 
privacy problems to be immediately 
actionable for policy makers or industry 

• Offering more tools for addressing 
problems, making it harder for industry 
to make excuses (e.g., auditing)



A Call for 
Human-
Centered AI

From Prof. James Landay’s talk: “AI For Good” Isn’t Good Enough: A Call for Human-Centered AI 
https://hai.stanford.edu/events/ai-good-isnt-good-enough-call-human-centered-ai

https://hai.stanford.edu/events/ai-good-isnt-good-enough-call-human-centered-ai


How about 
privacy?

“Deepfakes, Phrenology, Surveillance, and More! A Taxonomy of AI Privacy Risks” Lee et al. (CHI 2024)



A Special Interest 
Group on Human-
Centered AI 
Privacy at CHI’24

https://x.com/tianshi_li/status/1790437803664503131?s=46&t=0tK90iMqmlcLjvXKPrLjrw



Reading 
discussion
What are the user-level, 
community-level, and society-
level challenges for privacy 
caused by LLMs and 
Generative AI?



Generative AI 
Privacy
Attacks and mitigations



Attacks related 
to training data
Memorization



Use a prefix as a prompt to measure leakage by comparing the results against the suffix

Data extraction attacks

• GPT-J-6B memorizes at least 1% of its training dataset. 

• Model scale: Within a model family, larger models memorize significantly more than smaller 
models do; a ten fold increase in model size corresponds to an increase in memorization of 
19 percentage points 

• Data duplication: Examples repeated more often are more likely to be extractable. 

• Context: It is orders of magnitude easier to extract sequences when given a longer context.

Carlini, Nicholas, et al. "Quantifying memorization across neural language models.” (ICLR 2023)



Membership Inference Attacks (MIA)

• Membership inference on pretrained LLMs is Difficult (performance near random guess) 

• Membership inference has been shown effective in supervised fine-tuning 

• Fuzzy inference doesn’t work now

Duan, Michael, et al. "Do membership inference attacks work on large language models?.” (COLM 2024)



What are the 
implications of 
training attacks?



What are the 
implications of 
training attacks?
Privacy in public

https://github.com/ai-robots-txt/ai.robots.txt



What are the 
implications of 
training attacks?
Right to be forgotten

Article 17: Right to be Forgotten

GDPR

• Explicitly provides the right to be 
forgotten 

• Data must be erased "without undue 
delay" under certain conditions: 

• No longer necessary 

• Consent is withdrawn



How to deal with the memorization issues?

• Model versioning 

• Training LLMs from scratch is prohibitively expensive: $4.6 million for GPT-3 and $100 
million for GPT-4 

• Machine unlearning 

• Censor the output at inference time 

• Offload the computation to local devices



Data Poisoning attack

Inference attacks

Invariant CTF’24 “Fool an agent” challenge https://invariantlabs.ai/ctf-challenge-24

https://invariantlabs.ai/ctf-challenge-24


Data Poisoning attack

Inference attacks

Invariant CTF’24 “Fool an agent” challenge https://invariantlabs.ai/ctf-challenge-24

https://invariantlabs.ai/ctf-challenge-24


Prompt injection attack

Inference attacks

Indirect prompt injection from malicious app / tool



Mitigation: Instruction Hierarchy

Wallace, Eric, et al. "The instruction hierarchy: Training llms to prioritize privileged instructions." arXiv preprint arXiv:2404.13208 (2024).



Unintentional Leakage due to Privacy Norm Unawareness
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Shao, Yijia, et al. "PrivacyLens: Evaluating Privacy Norm Awareness of Language Models in Action." arXiv preprint arXiv:2409.00138 (2024). to appear at NeurIPS 2024 



Unintentional Leakage due to Privacy Norm Unawareness
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Unintentional Leakage due to Privacy Norm Unawareness

29
Shao, Yijia, et al. "PrivacyLens: Evaluating Privacy Norm Awareness of Language Models in Action." arXiv preprint arXiv:2409.00138 (2024). to appear at NeurIPS 2024 



The boundary of sensitive data is blurry

Privacy controls

Image source: https://source.android.com/docs/core/permissions/tristate-perms



LLMs for 
adversarial use 
cases

Staab, Robin, et al. "Beyond memorization: Violating privacy via inference with large 
language models." arXiv preprint arXiv:2310.07298 (2023)



Self-moderation can be easily defeated in adversarial situations

Chen, Yang, et al. "Can language models be instructed to protect personal information?." arXiv preprint arXiv:2310.02224 (2023).



How does Generative AI affect privacy by design?

• Proactive not reactive; Preventative not remedial 

• Privacy as the default setting (e.g., data minimization) 

• Privacy embedded into design 

• Full functionality – Positive-sum, not Zero-sum 

• End-to-end security – Lifecycle protection 

• Visibility and transparency – Keep it open 

• Respect for user privacy – Keep it user-centric



“Roast me based 
on my past 
prompts”
https://www.reddit.com/r/
ChatGPT/comments/1g6pnuw/
i_asked_chatgpt_to_roast_me_b
ased_on_my_previous/ 





“It’s a Fair Game”, or Is 
It? Examining How Users 
Navigate Disclosure 
Risks and Benefits When 
Using LLM-Based 
Conversational Agents

Zhiping Zhang, Michelle Jia, Hao-Ping 
(Hank) Lee, Bingsheng Yao, Sauvik Das, Ada 
Lerner, Dakuo Wang, and Tianshi Li


CHI 2024
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Utility and convenience are more salient factors
Study 2 findings: What caused sensitive disclosure

• Perceived capability of the CAs


• Both functionality support and 
emotional support were valued


• Convenience of Operation


• Resignation
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“He asked me to talk to 
him about my brother. It’s 
like a full conversation. 
He wanted to know 
everything.” (P16)

P16 told the agent that he missed his brother, who had passed away, and 
disclosed a lot of his memories about his brother per the agent’s request



Concerns over data misuse by institutions
Study 2 findings: Perceived Risks and Harms

• Users expressed a range of concerns related to potential misuse, e.g.,


• incomplete data deletion


• possibility of selling user data or using it for marketing


• sharing data with third parties


• human reviews by OpenAI staff


• public disclosure of data


• One participant mentioned preferred ChatGPT over Bing chat because he 
encountered targeted advertising after specific conversations when using Bing chat
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Concerns about others finding out
Study 2 findings: Perceived Risks and Harms

• Some people expressed concerns about others finding out that they used 
ChatGPT.


• P18 did not want his friend to know he used ChatGPT for homework


• P8 was worried that others might “change their attitude to me” if they 
discovered her reliance on AI for tasks like schoolwork and email writing.
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Concerns about idea theft
Study 2 findings: Perceived Risks and Harms

• Some users were concerned about sharing original content


• the system may redistribute their work without acknowledging the author 
(P2)


• OpenAI employees may see and steal the user’s business idea (P14)


• allow other people to read parts of a paper under review which harms its 
novelty (P17)


• Concerns were more about the data's nature than the risks of the system.

40



Users are constantly juggling between privacy and utility
Study 2 findings: How uses navigate the trade-off between risks and benefits
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Accept Privacy Risks to 
Reap Benefits

Avoid Tasks Requiring 
Personal Data

“It’s a fair game”

“Let’s say I need some advice 
about resume. If I don’t 

provide those contents that 
contain a lot of my private 

things, ChatGPT won’t work”

“I just never felt comfortable 
doing that (sharing details 

about their household’s 
financial status)”

Privacy Utility



Users manually sanitize inputs
Study 2 findings: How uses navigate the trade-off between risks and benefits
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Manually sanitize inputs

Censor and/or falsify 
sensitive info

Sanitize inputs copied 
from other contexts

Only seek general 
advice

Lower 
cost

Higher 
cost



Users manually sanitize inputs
Study 2 findings: How uses navigate the trade-off between risks and benefits
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Manually sanitize inputs

Censor and/or falsify 
sensitive info

Sanitize inputs copied 
from other contexts

Only seek general 
advice

Lower 
cost

Higher 
cost

P17 used ChatGPT to proofread his 
paper and only copied one or a 

small number of sentences each 
time due to concerns that ChatGPT 
might remember the entire paper



Users manually sanitize inputs
Study 2 findings: How uses navigate the trade-off between risks and benefits

44

Manually sanitize inputs

Censor and/or falsify 
sensitive info

Sanitize inputs copied 
from other contexts

Only seek general 
advice

Lower 
cost

Higher 
cost

P10 used ChatGPT to help with data 
analysis tasks at work. Since she was 
not permitted to share the raw data, 
she needed to summarize the data 

schema to share with ChatGPT



From Ken Liu’s guest lecture

What does privacy mean to you as an user of ChatGPT? (Expert speculation)

• Possible responses if we ask random people off the street: 

• OpenAI shouldn’t train on my data — regulations on data use 

• OpenAI shouldn’t know what I asked the model — private inference  

• OpenAI can train on my data, but the model shouldn’t regurgitate it  — differential privacy, 
deduplication, or robust training 

• OpenAI should allow me to delete my data at any time — model versioning, data sharding, 
“unlearning”, or even placebo “data deletion button” 

• I shouldn’t see annoying ads / personalized recommendations — clever UI/UX design 



What is the ultimate form of user privacy for ML models?

Continue the discussion from the last lecture

• “Privacy expectations are subjective, but different expectations call for different tools!” 

• “Privacy is ambient: Unless something wrong actually happens, most don’t think too hard 
about it” 

• "Feeling private != actually private” 

• Do you agree with this statement? Why or why not? 

• How can we make people feel private? How can we actually protect privacy? 

• Is “being private” the right goal?



AI for privacy



AI-Assisted 
Privacy 
Management

https://arxiv.org/pdf/2410.11876



Generative 
Persona-Based 
Privacy Sandbox

Chen, Chaoran, et al. "An Empathy-Based Sandbox Approach to Bridge the Privacy Gap 
among Attitudes, Goals, Knowledge, and Behaviors." Proceedings of the CHI Conference on 

Human Factors in Computing Systems. 2024.



• Do you think AI has introduced unique challenges/opportunities to privacy? 

• If so, what are they? 

• If not, why?



Useful Resources

• Prof. Alina Oprea’s seminar course on Trustworthy Generative AI. See the syllabus here: 
https://www.khoury.northeastern.edu/home/alina/classes/Fall2024/

https://www.khoury.northeastern.edu/home/alina/classes/Fall2024/
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• Week 9 midterm presentation (Monday, Oct 28) 

• Each team: 15-minute presentation + 10-minute discussion 

• See detailed requirements in the assignment 

• Submit the presentation slides to Teams before midnight, Oct 28 
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