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Privacy Design Principles
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Announcements

• Feedback on project proposals has been released on Teams by the end of today 

• You’re welcome to book a virtual visit to the OH to discuss problems related to the project 

• Next checkpoint: Midterm project presentation (Oct 28, Week 9) 

• Reading commentaries due this Wednesday noon 

• Next Monday’s class will be a guest lecture given by Dr. Jayshree Sarathy
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We have discussed the goals of privacy. 
How to achieve these goals?
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Agenda

• The Privacy by Design (PbD) Framework 

• Notices and Choices 

• Data minimization (privacy as a default option) 

• Privacy Impact Assessments 

• PETs: Privacy-Utility Tradeoffs (preview of next week) 

• HCI Approaches to Privacy by Design
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How do the PbD frameworks/techniques help address the 
privacy issues your project aims to tackle? 

How can your project contribute to the literature about PbD 
frameworks/techniques
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Privacy by Design

• Proactive not reactive; Preventative not 
remedial 

• Privacy as the default setting 

• Privacy embedded into design 

• Full functionality – Positive-sum, not Zero-sum 

• End-to-end security – Lifecycle protection 

• Visibility and transparency – Keep it open 

• Respect for user privacy – Keep it user-centric
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Proactive Privacy Practices: Recognize the value and benefits of adopting strong 
privacy practices early and consistently. 

High Standards Commitment: Commitment at the highest levels to set, beyond those set 
by global laws and regulations, and enforce high privacy standards. 

Proactive Privacy Design: 

Establish methods to recognize poor privacy designs. 

Correct negative impacts proactively, systematically, and innovatively before they occur.

Proactive not reactive; Preventative not remedial
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• Purpose Specification – the purposes for which personal information is collected, used, 
retained and disclosed shall be communicated to the individual (data subject) at or before 
the time the information is collected.  

• Collection Limitation – the collection of personal information must be fair, lawful and 
limited to that which is necessary for the specified purposes.  

• Data Minimization − the collection of personally identifiable information should be kept to 
a strict minimum. 

• Use, Retention, and Disclosure Limitation – Personal information shall be retained only 
as long as necessary to fulfill the stated purposes, and then securely destroyed

Privacy as the default setting
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Broader contexts must always be considered. All stakeholders and 
interests should be consulted. 

Wherever possible, detailed privacy impact and risk assessments should 
be carried out and published, clearly documenting the privacy risks and 
all measures taken to mitigate those risks, including consideration of 
alternatives and the selection of metrics.  

Privacy embedded into design
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Privacy by Design relates to satisfying all legitimate objectives − not only 
the privacy goals.  

When embedding privacy into a given technology, process, or system, it 
should be done in such a way that full functionality is not impaired, and 
to the greatest extent possible, that all requirements are optimized. 

Full functionality – Positive-sum, not Zero-sum
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Entities must assume responsibility for the security of personal information 
(generally commensurate with the degree of sensitivity) throughout its 
entire lifecycle. 

Applied security standards must assure the confidentiality, integrity and 
availability of personal data throughout its lifecycle including methods of 
secure destruction, appropriate encryption, and strong access control and 
logging methods. 

End-to-end security – Lifecycle protection
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Visibility and transparency are essential to establishing accountability and trust. 

Accountabilty – Responsibility for all privacy-related policies and procedures shall be 
documented and communicated as appropriate, including transferring personal 
information to third parties. 

Openness – Openness and transparency are key to accountability. Information about the 
policies and practices relating to the management of personal information shall be made 
readily available to individuals. 

Compliance – Necessary steps to monitor, evaluate, and verify compliance with privacy 
policies and procedures should be taken.

Visibility and transparency – Keep it open
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Empowering data subjects to play an active role in the management of their own data may be the 
single most effective check against abuses and misuses of privacy and personal data.  

Consent – The individual’s free and specific consent is required for the collection, use or disclosure of 
personal information, except where otherwise permitted by law.  

Accuracy – personal information shall be as accurate, complete, and up-to-date as is necessary to fulfill 
the specified purposes. 

Access – Individuals shall be provided access to their personal information and informed of its uses and 
disclosures. 

Compliance – Organizations must establish complaint and redress mechanisms, and communicate 
information about them to the public, including how to access the next level of appeal.

Respect for user privacy – Keep it user-centric
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Data protection by design and by default

GDPR Article 25

• … implement appropriate technical and organisational measures, such as 
pseudonymisation, which are designed to implement data-protection principles, such as 
data minimisation… 

• … ensuring that, by default, only personal data which are necessary for each specific 
purpose of the processing are processed. 

• That obligation applies to the amount of personal data collected, the extent of their 
processing, the period of their storage and their accessibility. 

• An approved certification mechanism may be used as an element to demonstrate 
compliance
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Notices and 
Choices
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Notices and Choices

• Privacy nutrition labels: Concise, 
machine-readable, standardized 
privacy notices

Li, Tianshi, et al. "Understanding challenges for developers to create accurate privacy nutrition labels." 
Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems. 2022.
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Notices and Choices

• Privacy nutrition labels: Concise, 
machine-readable, standardized 
privacy notices 

• Privacy nudges: More engagement and 
positive behavior changing
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Notices and Choices

• Privacy nutrition labels: Concise, 
machine-readable, standardized 
privacy notices 

• Privacy nudges: More engagement and 
positive behavior changing

Almuhimedi, Hazim, et al. "Your location has been shared 5,398 times! A field study on mobile app privacy 
nudging." Proceedings of the 33rd annual ACM conference on human factors in computing systems. 2015.
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Notices and Choices

• Privacy nutrition labels: Concise, 
machine-readable, standardized 
privacy notices 

• Privacy nudges: More engagement and 
positive behavior changing

Harbach, Marian, et al. "Using personal examples to improve risk communication for security & privacy 
decisions." Proceedings of the SIGCHI conference on human factors in computing systems. 2014.
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Notices and Choices

• Privacy nutrition labels: Concise, 
machine-readable, standardized 
privacy notices 

• Privacy nudges: More engagement and 
positive behavior changing

“Your connection is not private” Error in Chrome
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Notices and Choices

• Privacy nutrition labels: Concise, 
machine-readable, standardized 
privacy notices 

• Privacy nudges: More engagement and 
positive behavior changing

21



Data 
minimization

22



Data minimization

• Make it easier to implement and audit

Li, Yuanchun, et al. "Privacystreams: Enabling transparency in personal data processing for mobile apps." 
Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies 1.3 (2017): 1-26.
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Data minimization

• Make it easier to implement and audit 

• How much is necessary? 

• In personalized services
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Data minimization

• Make it easier to implement and audit 

• How much is necessary? 

• In personalized services 

• from developers’ perspectives: (1) 
uncertainty of the amount of 
information needed at the design 
phase; (2) collect data because of 
potential future use
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Data minimization in ChatGPT

Case analysis

• Private computing: System + hardware 
level guarantee of storage limitation
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Data minimization in ChatGPT

Case analysis

• Private computing: System + hardware 
level guarantee of storage limitation 

• Post-hoc data sanitization before 
training/inferencing 
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GPT replies (shown on hover):

C
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Prompt sent out (shown on hover):

D

B1

Data minimization in ChatGPT

Case analysis

• Private computing: System + hardware 
level guarantee of storage limitation 

• Post-hoc data sanitization before 
training/inferencing 

• Perceptible and flexible user control
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Jijie Zhou, Eryue Xu, Yaoyao Wu, Tianshi Li ”Rescriber: Rescriber: Smaller-LLM-Powered User-Led Data 

Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agents”.



PIAs and DPIAs

• Systematically documenting data 
practices 

• An assessments of risks to privacy rights 
of data subjects 

• The measures taken to mitigate the risks 

• Some PIA reports done by the FTC: 
https://www.ftc.gov/policy-notices/
privacy-policy/privacy-impact-
assessments

Zoom for Government Privacy Impact Assessment (May 2023) 30

https://www.ftc.gov/policy-notices/privacy-policy/privacy-impact-assessments
https://www.ftc.gov/policy-notices/privacy-policy/privacy-impact-assessments
https://www.ftc.gov/policy-notices/privacy-policy/privacy-impact-assessments
https://www.ftc.gov/system/files/ftc_gov/pdf/May-2023-Zoom-for-Government-PIA.pdf


PETs
Manage the privacy-utility 
tradeoffs
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GDPR’s definition

Pseudonymization

• the processing of personal data in such a manner that the personal data can no longer be 
attributed to a specific data subject without the use of additional information
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Reidentification 
attacks
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Privacy engineering approach to PbD

Recap

• Notices and Choices 

• Data minimization (privacy as a default option) 

• Privacy Impact Assessments 

• PETs: Privacy-Utility Tradeoffs (preview of next week) 

• Security measures
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Where does PbD 
come from?
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HCI Approaches 
to Privacy by 
Design
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Purpose: How 
privacy is 
addressed by 
design

Wong, Richmond Y., and Deirdre K. Mulligan. "Bringing design to the privacy table: 
Broadening “design” in “privacy by design” through the lens of HCI." Proceedings of the 

2019 CHI conference on human factors in computing systems. 2019.
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PbD by whom 
and for whom?
Stakeholders vs. Design 
authorities

Wong, Richmond Y., and Deirdre K. Mulligan. "Bringing design to the privacy table: 
Broadening “design” in “privacy by design” through the lens of HCI." Proceedings of the 

2019 CHI conference on human factors in computing systems. 2019.

89% 13%

17% 3%
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Mapping design 
approaches to 
privacy

Wong, Richmond Y., and Deirdre K. Mulligan. "Bringing design to the privacy table: 
Broadening “design” in “privacy by design” through the lens of HCI." Proceedings of the 

2019 CHI conference on human factors in computing systems. 2019.
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An example of 
speculative/
critical design for 
privacy
Privacy is entangled with 
other social values such as 
physical safety, property 
rights, trust, and fair

40



Foster privacy 
collective action
What are the barriers?
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Top-down vs. 
Bottom-up
Who ought to define what 
privacy is?
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Checklist vs. 
Open-ended
What are the pros and cons of 
the different mindsets of 
dealing with privacy issues in 
design and development?

Image source: https://cheqmark.io/blog/why-checklists-are-so-important-and-useful/
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Privacy as part 
of design or a 
separate task?
What do you think of the 
different approaches?

Image source: https://www.usfhealthonline.com/resources/health-informatics/chief-privacy-officer-job-description-salary/

44



For learning more about privacy engineering

USENIX PEPR: USENIX Conference on Privacy Engineering Practice and 
Respect 

PEPR’24 Conference Program: https://www.usenix.org/conference/pepr24/
program 

“Obfuscation: A User's Guide for Privacy and Protest” by Finn Brunton and 
Helen Nissenbaum

Useful Resources
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